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The sizable difficulty in matching unfamiliar faces differing only 
moderately in orientation in depth is a function of image dissimilarity 
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A B S T R A C T   

Attempting to match unfamiliar, highly similar faces at moderate differences in orientation in depth is sur-
prisingly difficult. No neurocomputational account of these costs that addressed the representation of faces by 
which a face-similarity metric can be derived has been offered. A metric specifying the similarity of the to-be- 
distinguished faces is required as the rotation costs will be a function of the difficulty in distinguishing the 
faces. Consequently, rotation costs have typically been described in terms of angle of disparity, rather than the 
dissimilarity of the faces produced by the rotation. We assessed the effects of orientation disparity in a match-to- 
sample paradigm of a simultaneous presentation of a triangular display of three faces. Two lower test faces, a 
matching face and a foil, were always at the same orientation and differed by 0◦ to 20◦ from the sample on top. 
The similarity of the images was scaled by a model based on simple cell tuning, modeled as Gabor wavelets, that 
correlates almost perfectly with psychophysical similarity. Two measures of face similarity, with approximately 
additive effects on reaction times, accounted for matching performance: a) the decrease in similarity between the 
images of the matching and sample faces produced by increases in their orientation disparity, and b) the simi-
larity between the matching face and the selection of a particular foil. The 20◦ orientation disparity was sufficient 
to yield a sizeable 301 msec increase in reaction time. An implication of the results is that the activity in V1 
produced by viewing a face is fed forward to areas responsible for the individuation of that face.   

1. Introduction 

One remarkable feature of face recognition is that familiar faces can 
be recognized from various viewpoints despite the large distortions of 
the 2D retinal projections of the face produced by the variations in 
orientation. Conversely, in the absence of salient distinguishing local 
features, recognition of similar, unfamiliar faces has consistently been 
shown to incur large costs when recognition or matching has to be 
achieved even over moderately different orientations in depth (Duch-
aine & Nakayama, 2006; Bruce et al., 1999; Biederman & Kalocsai, 
1997; Hill et al., 1997; Troje & Bülthoff, 1996; Valentin et al., 1997; 
Hancock et al., 2000; Barense et al., 2010; Natu & O’Toole, 2015). 
Somewhat surprisingly, there has been little neurocomputational 
explanation as to why the disparity in the orientation of faces produces 
such sizeable costs. 

The present study employed a minimal match-to-sample task in 
which subjects viewed a triangular display of three computer-generated 
faces (Fig. 1) and attempted to select which one of two lower test faces 

was identical in identity to the upper face. On some trials, the faces could 
all be at the same orientation, in which case the image of the matching 
test face was identical to the sample. On other trials, the test faces 
differed in orientation in depth from the sample which meant that the 
images of the sample and the correct test face differed, although the 
identity was the same. The test face differing in identity from the sample 
served as the foil and could vary in similarity to the matching face but 
was always at the identical orientation to the matching face. 

Some studies of the costs of orientation disparity on face recognition 
have used multiple foils (e.g., Duchaine & Nakayama, 2006; Bruce et al., 
1999) typically held in memory, rendering it difficult, if not impossible 
to isolate an effect of distractor similarity. By employing only a single 
distractor which was in view during the matching, the present paradigm 
allowed a quantitative assessment of distractor similarity on the 
matching of face percepts rather than the memory of those percepts. The 
matching of faces at different disparities in depth could be separated into 
two quantitative measures of similarity between pairs of faces: a) The 
dissimilarity between the sample and matching test face produced by 
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orientation disparity, and b) the similarity of the foil to the matching test 
face, dependent on the particular face selected as a foil on that particular 
trial, which determined the discrimination challenge. The two test 
faces—matching and foil—were always at the same orientation in depth 
which might or might not match the orientation of the sample. The 
greater the dissimilarity of the sample to the matching face produced by 
the rotation and the smaller the dissimilarity between matching face and 
foil based on the selection of a foil, the greater the expected difficulty in 
selecting the correct test face. A quantitative scaling of these two vari-
ables had, heretofore, never been evaluated, either individually or in 
concert. 

The Gabor-jet model (Lades et al., 1993; Margalit et al., 2016) pro-
vides a means for scaling the similarity of images of faces based on a 
model of V1 simple cell filtering. The speed and accuracy of matching 
faces that are all at the same orientation is almost perfectly predicted by 
the similarity values of the model, with correlations with error rates in 
the mid 0.90s, even without a correction for the unreliability of the 
behavioral data (Yue et al., 2012). Although the Gabor-jet model of face 
dissimilarity is based on the multiscale, multiorientation of V1 simple 
cell coding, its exceptional predictability of the psychophysics of face 
discrimination suggests that the Gabor coding of faces in V1 is fed for-
ward to face selective areas, such as FFA and OFA, that are critical for 
the individuation of faces. Additional justification for the Gabor-jet 
scaling of the similarity of faces derives from Yue et al. (2006) who 
showed that the representation of faces in FFA, a cortical area critical for 
individuating faces (Kanwisher & Yovel, 2006; Grill-Spector et al., 
2004), is highly sensitive to the specific spatial (Fourier) kernels speci-
fying the orientation, scale, and position of contrast that distinguish one 
image of a face from another. This sensitivity to the specific spatial 
content was not evident in the matching of complex blobs resembling 
teeth (Yue et al., 2006). It is the image similarity rather than the 
extraction of the underlying 3D representation of a face that is relevant 
to psychophysical matching. Thus, the advantage of matching bilaterally 
symmetrical faces is reduced when the faces are illuminated by asym-
metrical lighting (Troje & Bülthoff, 1998). 

The design of the present study employed a scaling of the dissimi-
larity between the matching test face and the sample as well as the 
matching test face and the foil (which were always at the same orien-
tation). This allowed a test of whether the model’s similarity values 

would also be highly predictive of performance when the faces were at 
different orientations in depth. In the absence of a principled measure of 
face similarity, past attempts at explanations of face rotation costs 
typically interpreted the costs in terms of viewing angle per se. This 
implicitly assumes a “protractor-in-the-head” representation in which 
matching is achieved through mental rotation or an alignment of a 
subset of features of one image to a subset of features of another stim-
ulus. However, with a quantitative measure of face similarity one can a) 
assess the extent to which matching speed and accuracy is a positive 
function of the overall similarity of the matching test face to the sample 
and b) a negative function of the similarity of the foil to the matching 
stimulus, without a commitment to a particular angular transformation 
(which is difficult to implement without distinguishing local features to 
serve as landmarks). The investigation assessed the extent to which 
these two measures of image dissimilarity could account for human 
performance in matching faces differing in orientation. Because the 
faces were in view as the participants were trying to distinguish match 
from foil faces, the task assessed perceptual rather than memorial pro-
cessing. (Simultaneous presentations were also used in the Hancock 
et al. and the Barense et al. studies cited above.) 

One advantage of the match-to-sample paradigm over the oft used 
same-different judgment task is that subjects do not have to adopt an 
arbitrary criterion as to whether two highly similar faces are identical or 
not. Rather, a relative criterion—Which face more closely resembles the 
sample? —suffices. This criterion can be adopted because, unlike 
memory tasks with more than one possible face, the foil is well defined 
and in view so the similarity of the foil to the matching face can be 
calculated and its effects on performance evaluated. By using computer 
generated faces, the presence of local, distinguishing features that are 
abundant in photographs, such as a beauty mark, blemish, or the 
configuration of eyebrow hairs, could be excluded. The absence of such 
features meant that face matching in the present investigation required 
perception and discrimination of subtle metrically-varying configura-
tions of attributes, such as the height of the cheekbones and the precise 
positions and shapes of the eyes, nose, and mouth. 

2. Methods 

2.1. Stimuli 

The faces were created using FaceGen Modeller (Singular Inversions, 
Toronto, Canada), a 3D face modeling program. The core image was that 
of a bald, 20-year-old, Caucasian, gender neutral individual on a black 
background (Fig. 1). Twenty different identities were generated by 
varying the distances between eyes, nose, and mouth; height/promi-
nence of cheek bones; jaw width; and very slightly varying the length 
and width of face parts such as the eyes, nose, and mouth (Fig. 2). The 
faces could be rotated 0◦, 13◦, or 20◦ in depth. The variations were 
metric, such as the degree of curvature of the eyebrows, rather than 
qualitative (or nonaccidental), such as whether eyebrows were curved 
or straight. These subtle variations of the default face were made to 
render the differences between the faces largely ineffable as occurs with 
naturally similar faces (Biederman & Kalocsai, 1997). The computer 
generation of the faces excluded the presence of local distinguishing 
features, such as beauty marks or moles, which would have allowed the 
subjects to zoom in and employ such features for distinguishing the faces 
rather than processing the whole face. The generation of the faces also 
avoided noticeable differences in standard population-defined cate-
gories (PDC) such as sex, race, age, expression or attractiveness which 
could have been employed to select a response. All the stimuli were in 
grey scale and were 256 × 256 pixels in extent. 

Of a possible 190 combinations of matching-foil pairs of faces (dis-
regarding status as matching or foil), only the 180 combinations with a 
normalized dissimilarity value of 1.50 or greater were used. The Gabor 
values were normalized by dividing the net similarity values by the 
number of jets–100 employed in this investigation–which yields the 

Fig. 1. Sample displays from two different trials with identical sample and test 
faces. Left panel: An example of the match-to-sample task with the sample (top) 
and the two test faces (bottom) presented at the same frontal (0◦) orientation. 
Right panel: An example of a 20◦ trial in which the same test faces from the left 
panel differ from the same (0◦) sample face (top) by 20◦. The reader may sense 
the increased difficulty in matching when the sample and test faces are at 
disparate orientations in depth as the identities are the same in both panels. 
Both 0◦ and rotated trials (either 13◦ or 20◦) could have the sample at any of the 
three orientations (0◦, 13◦, or 20◦). The left–right designation of the stimuli 
refers to the viewer’s (rather than the head’s) left–right orientation. The 
normalized Gabor dissimilarity (Margalit et al., 2016) between the matching 
and foil faces was 2.74 for the left panel and 2.93 for the right panel. The Gabor 
dissimilarity between the matching test face and the sample is 0 in the left panel 
and 5.57 in the right panel. In both cases the correct match to the sample is on 
the right and the foil is on the left. 
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average jet dissimilarity value. The maximum dissimilarity value for 
pairs of faces in this experiment appeared to be approximately 5.5 
normalized Gabor dissimilarity units. Each of these pairs of faces 
appeared twice throughout the experiment: once with the first face as 
the sample and a second time with the second face as the sample, for a 
total of 360 trials. The dissimilarity values between the matching and 
distractor faces were divided into four bins with an equal number of 
trials in each bin. 

2.2. Design and procedure 

Subjects performed the task which consisted of 360 2AFC match-to- 
sample trials on testable.org. Prior studies had established that the 
performance of online subjects was highly similar to those personally 
run in the lab except that an occasional online subject failed to exercise 
due diligence in performing the task. On each trial, subjects viewed a 
triangular arrangement of three faces with one face (the sample) 
centered above two lower faces (the test stimuli), one of which matched 
the identity of the sample (Fig. 1). The orientation in depth of the test 
faces could differ from the sample face by 0◦, 13◦, or 20◦. The two test 
faces were always at the same orientation in depth. Because the orien-
tation in depth of the test stimuli could differ from the sample, the image 
of the matching face could differ from the sample, but the identity was 
always an exact match. For trials where the sample and test faces 
differed in orientation, the departure from the 0◦ orientation could be 
implemented in the sample or the test faces, e.g., the sample could be at 
0◦ and the two test faces at 13◦, or the sample could be presented at 13◦

and the two faces could be at 0◦. In either case, the test faces would be 
rotated 13◦ from the sample (an orientation disparity of 13◦) and were so 
classified. Faces were always rotated to their left (subject’s right) as in 
the right panel of Fig. 1. Subjects indicated which of the two test faces 
matched the identity of the sample by pressing the left or right arrow key 
as quickly and as accurately as possible. The orientation disparities were 
approximately balanced over the various levels of matching and foil 
similarity values. 

The stimuli were displayed for 5 s, although responses were recorded 
after the cessation of the display on the rare occasion that response time 
exceeded 5 s and the next trial had not yet started. Reaction times that 
were shorter than 500 msec or longer than 10.0 s were not included in 
the data analysis. Within and across each block, the stimuli were 
balanced by face identity (one of the 20 faces that differed in underlying 
shape), Gabor dissimilarity between 180 combinations of matching and 
distractor faces, and orientation condition (e.g., 0◦- 0◦, 0◦- 13◦, 0◦- 20◦, 
13◦- 13◦, etc.), for which there were 60 trials per condition (the 20◦- 20◦

condition was not used). All subjects viewed the same stimuli presented 
in different random orders. Subjects could pause at their leisure between 
any of the five blocks, although not between individual trials within a 
block. The total time for testing was approximately 25 min, which 
included 5 min for instructions. 

2.3. Displays 

To ensure that all images were displayed within the boundaries of the 
screen independent of the particular computer used by a subject, a 
calibration procedure was run at the start of the experiment. Each 
subject used the left and right arrow keys to adjust the length of a line on 
the screen to match the horizontal extent of a standard credit card. 
Subjects were instructed to sit at a viewing distance of approximately an 
arm’s length from the computer screen. At this distance from a 15′′

laptop screen, each face was bounded by a square that subtended a vi-
sual angle of approximately 5.0◦ on each side with a horizontal sepa-
ration of 0.7◦ between the lower two test headshots and a vertical 
separation of 0.7◦ between the test and sample headshots (Fig. 1). An 
important design feature of the display was the diagonal arrangement of 
the faces which defeats local pixel- or feature-based comparison pro-
cesses which could be more readily engaged if the faces were aligned 
vertically or horizontally. 

2.4. Stimulus similarity scaling 

The Gabor-Jet scaling of the physical dissimilarity of pairs of faces 
was computed from a 10 × 10 grid centered on each face. The procedure 
is illustrated in Margalit et al. (2016) which presents an app for 
computing the Gabor dissimilarity of faces. Each node of the grid cor-
responds to the center of the receptive fields of the kernels of one jet 
(modeling the orientation and scale tuning of a single, simplified V1 
hypercolumn) composed of 80 Gabor filters at 8 equally spaced orien-
tations (22.5◦ differences in angle), 5 scales, and 2 phases (sine and 
cosine). The coefficients of the kernels (with the magnitude representing 
the activation value of a single simple cell) within each jet were then 
concatenated to an 8000-element vector representing each image (100 
jets × 80 kernels). Image similarity was computed as the Euclidean 
distance between two 8000-value vectors. When images of two faces are 
identical, their dissimilarity is zero. 

2.4.1. Origin of the parameters in the Gabor-jet model 
The selection of 100 jets followed the von der Malsburg’s group 

finding that ceiling levels of recognition accuracy could be reached with 
100 jets (often less) and that eight orientations and five scales were 
similarly sufficient and were compatible with psychophysical data from 
H. R. Wilson and associates (Wilson & Bergen, 1979; Wilson et al., 1983; 
Phillips & Wilson, 1984). Five to six spatial frequency channels and 
approximately 8 orientation channels appeared to capture all the data, 
while more would be redundant. These spatial frequency and orienta-
tion parameters agreed with single unit recordings in monkey V1 (De 
Valois & De Valois, 1980). 

It should be noted that there is considerable overlap of the receptive 
fields of the cells (kernels) of one jet with the kernels of nearby jets as 
well as the cells with large r.f.s which cover much of the face. There is 
overlap with multiple jets distributed all over the face so any one region 
of the face is multiply encoded by different jets which can be the basis of 

Fig. 2. Five examples of the 20 experimental faces. Subtle variation in the features created slightly different appearing individuals. The normalized Gabor 
dissimilarity9 between faces 1 and 2 is 1.49 and between 1 and 5 is 3.63. 
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face configural effects (Xu et al., 2014). 
As noted previously, the similarity values calculated in this manner 

predict human psychophysical similarity in a match-to-sample task for 
faces at the same orientation in depth almost perfectly (Yue et al., 2012), 
with correlations between Gabor dissimilarity values and error rates of 
approximately r = − 0.95, without allowance for the unreliability of the 
participants’ data. The Gabor-jet dissimilarity values in the present 
experiment between matching and foil faces on individual trials at 
0◦ orientation disparity were selected to fall within a range of 1.50 to 
4.12 which, for most subjects, placed them in an intermediate range of 
difficulty that allowed performance to reflect the experimental varia-
tions. Yue et al. (2012) showed that this range produced error rates from 
near chance ~ 45% (chance = 50%) to ~ 1% in the match-to-sample 
task with faces at the same orientation. This was generally true of the 
present study. The Gabor-jet model thus describes a nearly perfect lawful 
relationship, between a physical measure of highly complex, ineffable stimuli 
(the Gabor coding of the similarity of faces) and a psychological measure (the 
difficulty of distinguishing those faces). Prior examples of high correlations 
between psychophysical judgments and physical dimensions, such as 
those documenting Weber’s Law, were with unidimensional physical 
dimensions, such as loudness or weight. 

We note that the dissimilarity values reflect only the physical dif-
ferences between a pair of faces as registered by the Gabor kernels and 
are not sensitive, by themselves, to population-defined categories (PDCs) 
such as sex, age, expression, race, or attractiveness which can be learned 
from exposures to samples of faces. Using reverse correlation, a classifier 
for each of these population-defined categories can be calculated from 
the pattern of activation of the various Gabor-like kernels for these 
categories (Mangini & Biederman, 2004). Prosopagnosics can typically 
identify the PDCs of a face, e.g., that it is of a 20ish year-old Caucasian 
female, but they fail at individuating a face within its PDC. An acquired 
prosopagnosic with severe bilateral lesions to cortical face areas OFA 
and FFA is unable to recognize his wife, siblings, or his own face in a 
mirror but is normal in distinguishing and describing population- 
defined attributes of faces (Mangini & Biederman, 2004; Xu & Bieder-
man, 2014). This result suggests that the recognition of PDCs engage 
different networks than those involved in individuating a face and it is 

face individuation that is the subject of the present investigation. 
However, in noting the preservation of PDC perception in individuals 
who are unable to individuate faces, the possibility remains that pro-
sopagnosics may terminate the difficult processing required for face 
individuation while able to determine the more readily available fea-
tures signaling PDCs. 

The dissimilarities of two kinds of relations between the faces on 
each trial are of particular relevance: a) the dissimilarity between the 
matching (correct) test face and the sample, reflecting the difference in 
orientation, and b) the dissimilarity between the matching and foil test 
faces. The average dissimilarities over orientation angle are shown in 
Fig. 3. The dissimilarity between the matching and sample faces 
increased markedly with increasing orientation disparities, with most of 
the increase occurring between 0◦ and 13◦ with a somewhat smaller 
increase in dissimilarity between 13◦ and 20◦. We also considered an 
alternative scaling method, the Fiducial Point Model (FPM) (Wiskott 
et al., 1997; Müeller & Wuertz, 2009), in which the individual jets are 
not centered in a regular grid, with a somewhat arbitrary positioning of 
jets with respect to face features, but are positioned over specific facial 
landmarks (termed fiducial points), such as the pupil of the left eye or the 
tip of the nose. The FPM yielded a similar pattern of dissimilarities as 
those shown in Fig. 3 using the grid model with some puzzling excep-
tions in that for some faces there was not a monotonic increase in 
matching-sample dissimilarity with increasing orientation disparities. In 
general, the FPM did not provide as good a qualitative fit to the data as 
the grid model in that it failed to show greater costs with increasing 
orientation disparities and it failed to reflect the slightly greater simi-
larity of the matching (vs. the foil) face to the sample under rotation. 
Consequently, all analyses reported here employed the grid model. Later 
we consider why the explicit locations of facial landmarks encoded in 
the FPM did not provide as good a match to the data as the grid model. 

A straightforward expectation would be that the difficulty in 
matching faces (i.e., longer RTs and higher error rates) would increase 
with increasing dissimilarity between the matching face and the sample. 
We would also expect that an increase in similarity between matching 
and foil stimuli would render matching more difficult, resulting in 
longer RTs and higher error rates. Fig. 3 also shows that the sizable 

Fig. 3. Mean normalized Gabor dissimilarity values for the three stimulus relations on each trial (Match to Sample, Foil to Sample, and Match to Foil) as a function of 
the orientation difference between the sample and test faces. The matching and foil test faces were always presented at the same orientation. The error bars are the 
standard deviations of the mean of the Gabor dissimilarity values at each orientation difference between the various instances of the 20 sample and test faces. 
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difference in dissimilarity of about 3.00 Gabor units between matching 
and foil test faces to sample and foil to sample dissimilarities at 
0◦ disparity (reflecting that the matching face is identical to the sample 
whereas the selection of the face that serves as a foil differs by an 
average of 3.00 Gabor units from the sample), virtually disappears at 
orientation disparities between sample and test faces at 13◦ and 20◦. 
This effect is likely a consequence of the shifting of surfaces produced by 
even modest rotations in depth (which maxed out at 13◦ in the present 
experiment) so that a given surface is no longer closely aligned in the 
grid of Gabor jets. Such a shift could override the subtle changes dis-
tinguishing target and matching faces. If the matching of the correct test 
face to the sample is based on Gabor similarity, the loss of the charac-
teristics that distinguished the matching from the foil faces at the modest 
orientation disparities suggests that there should be a marked increase in 
difficulty in judging which of the two test faces matches the sample. 

As shown in Fig. 3, unlike the dissimilarity of matching to sample 
faces, the average dissimilarity between the 20 matching and foil test 
faces remained relatively constant, except for some slight diminution in 
the variance over rotation angle between sample and test faces. The 
matching and foil faces were always presented at the same orientation. 
One possibility for the reduced variance is that more of the identical 
cheek/ear region of the faces was being compared when both faces were 
at 20◦ than at 0◦. This would account for the slight decrease in overall 
dissimilarity as well. 

Nonetheless, within a given orientation there was considerable 
variation in dissimilarity values among the 180 combinations of 
different foil and matching faces as reflected in the error bars. This 
variation allowed a straightforward test of whether the effect of the 
dissimilarities of the foil to matching faces would be independent of the 
disparity in orientation between matching and sample faces. 

2.5. Participants 

Sixty-five participants (mean age 20.55 yrs., range 18–47 years, 16 
males) performed the web-based USC Rotated Face Perception Test, 
(USC rFPT), for course credit in the Department of Psychology subject 
pool. Six of these subjects were excluded from further analysis: five had 
more than 20 correct trials with a reaction time below 750 ms, and one 
had more than 5 trials with a reaction time greater than 7.5 s. Subjects 
excluded based on fast reaction times (<750 msec) all had extremely 
high error rates (over 40%), indicative of a lack of engagement in the 
discriminative challenge. All subjects reported normal or corrected-to- 
normal vision and no neurological or visual disorders. The work was 
carried out in accordance with the Code of Ethics of the World Medical 
Association (Declaration of Helsinki). All subjects gave informed con-
sent in accordance with the procedures approved by University of 
Southern California’s University Park Institutional Review Board. 

3. Results 

3.1. Effect of orientation disparity 

Fig. 4 shows the mean correct RTs as a function of the Match-to-Foil 
Dissimilarity values separately for the three angular disparities (0◦, 13◦, 
or 20◦) between sample and matching stimuli. For a given orientation 
disparity, the data are collapsed over the particular orientation dispar-
ities between the sample and the matching test faces. Thus, the data for 
when the sample face was at 0◦ and the matching face at 13◦ are com-
bined with the data for when the sample face was at 13◦ and the 
matching face at 0◦ as there were only small and inconsistent differences 
in performance when the sample or test faces were rotated. When 
matching faces at different orientations, subjects appeared more willing 

Fig. 4. Mean correct reaction time (msec) as a function of the normalized binned Gabor dissimilarity values between the matching and the foil faces over the three 
levels of orientation disparity. The slopes are in units of msec per unit of normalized Gabor dissimilarity. 0◦: Solid line, round points; 13◦: Dashed line, triangular 
points; 20◦: Dotted line, square points. 
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to tolerate longer RTs than a higher error rate. An orientation disparity 
of 20◦ produced an increase in error rates of only 3.8% above that at an 
orientation disparity of 0◦ but a sizeable 301 msec increase in RTs. The 
greater the orientation difference between matching and sample faces, 
the greater the difficulty in matching as reflected in longer RTs and 
higher error rates. For orientation disparities between matching and 
sample faces of 0◦, 13◦, and 20◦, mean RTs (and percent errors) were 
2080 msec (14.5%), 2318 msec (17.2%), and 2381 msec (18.3%), for 
reaction times F(2, 116) = 50.06, p < .001, ηp

2 = 0.463, for error rates, F 
(2,62) = 3.56, p < .05, ηp

2 = 0.236. (ηp
2 = partial eta squared, a measure 

of the proportion of the total variance associated with an independent 
variable with the effects of other independent variables and interactions 
partialed out (Richardson, 2011)). 

The response times in the present study were a bit over 2 s which 
would be longer than those in a two-choice task in which participants 
judged whether an image of a given face, say, was that of a familiar 
celebrity (Hacker et al., 2019). Such a decision could be readily 
accomplished with just a single fixation at a brief 100 msec presentation. 
However, our task required at least two or three “inspection” saccades to 
distinguish which of two highly similar faces differed from the sample 
(as can be appreciated by attempting the sample trials in Fig. 1) hence 
the need for relatively longer stimulus presentation times than those 
required for a judgment of whether a single face was that of a celebrity 
(Hacker et al., 2019). These inspection saccades tend to each be longer 
than the single fixations required to classify whether a face is familiar. 
The need for several inspection saccades likely contributed to the rela-
tively long overall durations for the task and the time for these saccades 
elevated the overall mean time thus reducing the relative cost of the 
rotation itself. 

3.2. Match-to-foil dissimilarity effects 

The mean dissimilarity between matching and foil faces remained 
largely constant as orientation disparity increased, as shown in Fig. 3, so 
the cost of the disparities in orientation between sample and matching 
faces was wholly a function of the increased Gabor dissimilarity of the 
matching test face to the sample as orientation disparity increased. 
There was, nonetheless, considerable trial-to-trial variation in the 
match-to-foil similarities among the various pairs of the 20 matching 
and foil test faces within each orientation disparity. Data were grouped 
into four bins based on Gabor dissimilarity between matching and foil 
faces and mean correct RTs were computed for each bin at each orien-
tation disparity as shown in Fig. 4. (These results were highly similar to 
those obtained with the raw data.) With the exception of the single 
aberrant point on the 13◦ orientation disparity function, the Match-to- 
Foil dissimilarity values were linearly related to RTs with greater dis-
similarities (i.e. more easily distinguished faces) yielding shorter RTs, F 
(3, 174) = 51.90, p < .001, ηp

2 = 0.472. The point is termed “aberrant” 
as it had a mean RT that exceeded that of the two match-to-sample 
points on that same 13◦ function that had lower match-to-foil dissimi-
larity values and even exceeded the corresponding point on the 20◦

function which accounted for the shallow slope of the 13◦ function and 
the low correlation with match-to-foil dissimilarity relative to the 0◦ and 
20◦ functions. 

The Pearson correlations between the Match-to-Foil (bin) dissimi-
larity values and RTs were − 0.92 for 0◦ disparity, − 0.61 for 13◦

disparity and − 0.98 for 20◦. Correlations for unbinned data (not shown) 
showed similar trends to the binned data: r = − 0.44 for 0◦ disparity, p <
0.0001, 95% CI = [− 0.573, − 0.284], r = − 0.15 for 13◦ disparity, p =
0.10, 95% CI = [− 0.32, 0.03], and r = -0.31 for 20◦ disparity, p < 0.001, 
95% CI = [− 0.46, − 0.14]. The slope of the correlation between Gabor 
dissimilarity and RTs (in units of msec/unit of Gabor dissimilarity) was 
− 0.160 for 0◦ disparity, − 0.073 for 13◦ disparity and − 0.158 for 20◦

disparity, showing the same trends as the binned data in Fig. 4. 
The main effect of Orientation Disparity was highly significant, F(2, 

116) = 154.23, p < .001, ηp
2 = 0.727, with the greater the dissimilarity 

between matching and sample faces (associated with greater angular 
disparity), the longer the RTs. Given the power in the analysis, the 
Orientation X Bin interaction was also significant, F(6, 348) = 6.05, p <
.001 although the ηp

2 value was only 0.094, classified as a weak effect, 
attributable to the single point on the 13◦ orientation disparity function. 
The relative magnitude of the effect of the interaction can be appreci-
ated in comparison to the ηp

2 values for the main effects of Orientation 
and Match-to-Foil (bin) dissimilarity which were 7.7 and 5.0 times, 
respectively, the magnitude of their interaction. 

The most striking aspects of these data are that the reduced cost 
(decrease in RTs) is linear with an increase in Gabor dissimilarity be-
tween matching and foil faces. This effect is roughly independent of 
orientation disparity with the shallower slope of the 13◦ function 
attributable to the previously noted single aberrant point at the highest 
match-to-foil dissimilarity value being a departure from what otherwise 
would be additivity in the RTs for orientation disparity and Match-to- 
Foil dissimilarity. To assess the possible role of errors in this pattern of 
data, the dependent variable in Fig. 4 was plotted as inverse efficiencies 
in which each RT was divided by the accuracy (percent correct) at that 
point. The picture that emerged was virtually identical to the data in 
Fig. 4 (as shown in Supplementary Fig. 1) so differences in error rates are 
unlikely to be the cause of the shallower slope at 13◦. This point is 
discrepant with the other data in the experiment and the results of prior 
studies consistently showing that the higher the match-to-foil Gabor 
dissimilarity, the shorter the RTs (Yue et al., 2012). 

3.3. Relative magnitude of the effects of variations in the match-to-sample 
and foil-to-sample similarities 

As noted above, performance (RTs) in this task was largely a function 
of two parameters: a) the similarity of the matching face to the sample, 
which would decrease with an increase in orientation disparity, and b) 
the similarity of the foil to the matching stimulus which would be un-
affected by orientation disparity but would be a function of the partic-
ular faces selected for a given trial. 

Compared to the 0◦ orientation difference between the matching 
stimulus and the sample, the rotation of 20◦ decreased the similarity 
between the matching stimulus and the sample by an average of 5.67 
Gabor units (see Fig. 3) producing a 301 msec increase in RTs or an 
increase of 53 msec per unit of reduced Gabor similarity. As shown in 
Fig. 4, the mean slope of the three functions is − 148 msec/unit of Gabor 
dissimilarity suggesting that the effect of similarity between the foil and 
matching stimulus (i.e., the discrimination challenge) is approximately 
2.8 times the effect of dissimilarity between the matching test stimulus 
and the sample. Put another way, for each unit of decreased Gabor 
dissimilarity between matching and foil stimuli, the increase in RTs is 
2.8 times greater than the increase in RTs produced by each unit of 
decreased Gabor similarity produced by the orientation disparity be-
tween sample and matching stimulus. 

3.4. Fiducial point scaling 

As noted earlier, an alternative scheme for the similarity scaling of 
faces is to use a Fiducial Point Model (FPM) in which each jet is centered 
on a particular face landmark, such as the pupil of the left eye or the tip 
of the nose. Although the FPM captures the observer’s face knowledge as 
to corresponding face features in two faces at different orientations (e.g., 
placement of pupils of the eyes, tip of the nose), somewhat surprisingly, 
the FPM yielded larger Gabor dissimilarities compared to the grid model, 
without any noticeable gain in predictability. This is likely a conse-
quence of the positioning of the jets in the fiducial model FPM at points 
of higher contrast variation than the jet locations in the grid model. The 
latter model has some jets centered on the black background or middle 
of the cheeks where the change in dissimilarity as the face was rotated in 
depth, for kernels with smaller receptive fields, would be very low. Of 
greater concern as to the adequacy of the FPM, for eight of the 20 faces, 
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the FPM yielded smaller Gabor dissimilarities between 0◦ and 20◦ ori-
entations of those faces compared to the dissimilarities between the 
0◦ and 13◦. In the grid model, all 20 faces were more dissimilar to the 
0◦ face at 20◦compared to 13◦, in line with the data showing increased 
difficulty in matching over a 20◦ disparity than a 13◦ disparity. 

Still another discrepancy of the FPM with the behavioral data was 
that at an orientation disparity of 13◦ it failed to reflect the (slightly) 
greater similarity of the matching face to the sample compared to the foil 
with the sample so it could not account for the increase in RTs. 

It might seem surprising that the FPM in its explicit coding of aspects 
of face knowledge does not achieve any gain in predictability compared 
to the grid model. We propose that what the FPM renders explicit about 
the face, such as the locations of the pupils of the eyes or the corners of 
the mouth, are not what limits performance on the present task. We 
presume that all individuals with normal vision would be able to locate 
the various face landmarks. The challenge would be in recognizing the 
extent of the metric deformations in the images of faces when matching 
had to be executed at different disparities in orientations. The FPM’s 
specification of the locations of facial landmarks would seem to have its 
greatest value in finding a face in an uncertain location rather than in 
determining its identification. 

4. Discussion and conclusion 

Although sizable costs in the perceptual matching of unfamiliar faces 
differing modestly in orientation have been reported in the literature, 
there had been no general explanation of these costs. We document that 
two stimulus parameters, both reflecting the physical similarity of pairs 
of faces as scaled by the Gabor-jet model, may be sufficient to provide an 
account of these costs: 1) The dissimilarity of the matching face to the 
sample produced by the orientation disparity between the two, and 2) 
the similarity of the foil to the matching face which defines the 
discrimination challenge. High similarity of the foil and matching faces 
increases the uncertainty as to which test face is a match to the sample. 
As scaled by the Gabor-jet model, increases in the values of each of these 
parameters produced increases in RTs. Moreover, the effects of the two 
were approximately additive on RTs (save for the single point on the 13◦

function). Insofar as the similarity of the foil to the matching face can be 
regarded as the perceptual challenge in this task, the approximate 
additivity with the effects of orientation disparity suggests, by additive 
factors logic (Sternberg, 1969; Sternberg, 2011) that the two factors 
affect different processing stages. We also note that the near perfect 
correlations (rs in the mid to high 0.90s without correction for unreli-
ability) in prior experiments, e.g., Yue et al. (2012), with this match-to- 
sample paradigm with all faces at 0◦ suggests that no additional pro-
cessing stages that embellish the representation of a face are required 
between V1 and the posterior face-selective areas such as FFA and OFA 
to account for the perceptual matching of faces by humans. 

Some investigators (e.g., Swystun & Logan, 2019; Wilson et al., 
2002) have employed synthetic faces of relatively low dimensionality 
that are designed to capture some of the natural variation between in-
dividual faces including PDCs. Studies with these faces show a number 
of the qualitative effects apparent with facial photographs and computer 
generated faces, such as rotation-in-depth costs, the Thatcher illusion, 
and inversion costs. Also, participants can accurately match the syn-
thetic faces to the original photographs although at a coarser scale as is 
evident in the present study and in Yue et al. (2012). Whereas the Gabor- 
jet model was inspired by the Gabor coding in V1 hypercolumns 
(Barense et al., 2010; Biederman, 2000; Biederman & Bar, 1999; Lades 
et al., 1993) and Yue et al. (2006) showed that such coding was also true 
of FFA, it remains to be seen whether alternative schemes reflect neu-
rocomputational processing in face selective areas in the cortex. 

It is important to emphasize that the good quantitative fit of the 
Gabor jet model in accounting for the costs of orientation disparity and 
matching-foil similarity is dependent on the faces differing only in the 
metrics of their physical characteristics. This restriction excludes the 

faces differing in a) familiarity, b) PDCs such as sex, age, race, or 
attractiveness, and c) distinguishing nonaccidental properties (NAPs) 
such as the presence of a blemish or straight vs. curved eyebrows. The 
heightened sensitivity to differences in these three image variations 
arise from networks later in the ventral pathway than V1 (Ramon et al., 
2015) and are thus not reflected in Gabor similarity. The exclusion of 
NAP differences between the faces means the faces must differ only in 
the metric properties of their parts and relations. When faces differ in 
NAPs the normal processes of face recognition in which a configural 
representation of the metric variations of faces is sufficient to elicit 
identity tends to be bypassed in favor of a search for a distinctive feature 
as is evident in the strategies of many prosopagnosics. That PDCs are 
appropriately to be distinguished from normal metric variation of faces 
is supported by the phenomenon, noted previously, that the deficit in 
prosopagnosia is largely confined to the individuation of a face, not in 
knowing its PDCs (Mangini & Biederman, 2004). 

The present finding of sizeable costs when matching faces as a 
consequence of orientation disparity might be somewhat unexpected 
from a report that anterior face patches in the macaque show that pose- 
invariant face identity is maximal in those regions (Freiwald & Tsao, 
2010). A possible resolution to this discrepancy is that the faces in the 
macaque study were photographs which likely differed in NAPs as well 
as PDCs. If the faces to be distinguished on a given trial in the present 
experiment would have differed in a NAP or a PDC, performance would 
likely have been close to errorless with very short reaction times. 

4.1. The relation between the recognition of depth-rotated faces and the 
recognition of depth-rotated objects 

The most significant determinant of the costs in matching or recog-
nizing similar depth-rotated visual entities—faces or objects—is 
whether the stimuli to be distinguished differ in nonaccidental proper-
ties (Meyers et al., 2015; Biederman & Bar, 1999; Biederman, 2000). 
Nonaccidental properties (NAPs) are characteristics or features of a vi-
sual entity that are invariant with the orientation of the object in depth. 
Such properties can be an aspect of shape, such as whether a particular 
contour, say an eyebrow, is straight or curved, or they can be a char-
acteristic of a surface feature of the object, such as whether there is or is 
not a dark spot, such as a blemish, in a given region of a face. If the 
stimuli can be distinguished by a NAP (or NAPs) and the object or face is 
at an orientation where the NAP is in view, then a rapid, correct response 
can be produced without even processing the face itself. NAPs are 
distinguished from metric properties (MPs) such as the degree of cur-
vature of a contour or the angle of the junction between two cylinders. 
MPs vary continuously with orientation in depth. The Gabor jet measure 
is sensitive to MP variation in the image and does not reflect the 
markedly greater impact of NAP differences (treating them as metric 
differences) or to learned differences, such as that reflected in PDCs in 
distinguishing faces. People (and macaques) find it exceedingly difficult 
to individuate an object that differs from foils only metrically when the 
object is encountered at a new orientation in depth, as documented by 
the difficulty in matching wire frame objects resembling bent paper clips 
that were studied extensively in the 1980s and 1990s (Biederman, 2000; 
Logothetis et al., 1994). Cells in the inferior temporal region of the 
macaque modulate their firing much more to equal Gabor-jet image 
changes in a NAP, for example, from straight to curved, than changes in 
an MP, such as degree of curvature or differences in the angle of 
attachment of a pair of cylinders, suggesting a fundamental neural basis 
to the greater sensitivity to NAP compared to MP differences (Kayaert 
et al., 2003). 

This phenomenon of greater nonaccidental than metric sensitivity in 
face recognition is underscored in the striking demonstrations of Sinha 
and Poggio (1996); Sinha and Poggio (2002) in which observers fail to 
notice the substitution of a President’s inner face for the inner face of his 
vice president (Clinton and Gore; Bush and Cheney). In these instances, 
the inner facial features vary metrically and subtly between the 
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president and his vice-president and are dominated by the larger qual-
itative, i.e., nonaccidental, differences in the external configuration of 
hairline and head shape as well as eyeglasses, and context. 

The absence in our face stimuli of surface features or variations of 
face attributes that differed nonaccidentally were motivated by the 
desire to limit the variation between faces to metric properties. As noted 
previously, with pairs of faces that differ in local nonaccidental features, 
observers will focus on the region with the featural difference and thus 
circumvent normal face processing. Normal face processing is charac-
terized by configural effects, produced by the overlap of large receptive 
fields (RFs) which are centered at different positions on the face. They 
allow the face to be processed as a whole with the RF overlap allowing 
multiple redundant coding of the small metric differences between 
similar faces (Xu et al., 2014). The present minimal match-to-sample 
paradigm can be employed to study the discrimination of any pair of 
stimuli, including metric variations of the harmonics of a sphere which 
produce smooth complex sculptured volumes resembling teeth. These 
have been employed as non-face comparison stimuli for studying what 
might be unique about faces. They show the same high correlations (in 
the mid -0.90 s) with RTs and error rates as the discrimination of faces. 

4.2. Matching computer-generated vs. photos of faces 

The present investigation employed computer generated (CG) im-
ages of faces. Crookes et al. (2015) showed that the “other race effect,” a 
reduction in accuracy of face recognition when judging faces other than 
that of the participant’s own race, was diminished with CG faces 
compared to photographs. It is possible that CG faces more generally 
show reduced sensitivity to PDCs, such as race, perhaps partly as a 
function of their reduced animacy (noted by Crookes et al.), but it would 
seem implausible that the discrimination of physical variations within a 
single population classification, as in the present paradigm, could be any 
more sensitive to the physical variations as assessed by the near ceiling 
correlations with Gabor similarity–without even any correction for the 
underlying unreliability of the behavioral data. This said, generaliza-
tions of results with CG faces need to be assessed with photographs 
despite the challenges of achieving control of local features and subtle 
differences in population-defined attributes. 

4.3. Role of mental rotation? 

We believe that our results are consistent with decisions made 
directly on the images to be discriminated based on their similarity, 
rather than employing mental rotation to align images at different ori-
entations in depth. Humans and macaques find it exceedingly difficult to 
mentally rotate in depth complex images differing slightly in metric 
properties, such as the faces in the present experiment or the bent paper 
clip-like stimuli that were used in a number of experiments a few de-
cades ago. Typically, the clips were five thin cylinders connected end to 
end which only differed in their angles of attachments. The inability of 
subjects to rotate such stimuli in depth led to the idea that object 
recognition was “view based”, requiring exposure to different views of 
the clips that differed by more than a few degrees from the training 
stimuli. (NAP differences would negate the requirement of previous 
exposure to the different orientations.) This may be the reason why the 
high costs of a disparity in depth in distinguishing metrically varying 
faces only is apparent with unfamiliar faces. 
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